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Abstract: With the increasing traffic congestion in urban roads, people have higher and higher 
requirements for real-time monitoring of vehicles, but the traditional vehicle detection algorithms 
are too demanding on computer hardware. Like the YOLOv3 algorithm, although the performance 
aspect is more objective, it requires high hardware equipment. Therefore, based on such problems, 
the YOLO-LITE algorithm is proposed. This algorithm achieves the goal of introducing vehicle 
detection into a non-GPU computer, and experiments have shown that the YOLO-LITE algorithm is 
not satisfactory in terms of mAP, but the FPS aspect is very good, and the YOLO-LITE algorithm is 
8.8 times faster than Tiny-YOLO algorithm.it is very helpful for the lack of GPU computers to 
achieve vehicle detection. 

1. Introduction 
With the development of urban road traffic, vehicle detection has received extensive attention in 

the field of intelligent transportation and intelligent driving. In 
recent years, computer vision-based vehicle detection has received more and more attention, 

Compared with previous detection methods, computer vision-based vehicle detection can provide 
more information. With the rapid development of deep learning, various vehicle detection algorithms 
have been proposed, and gradually replaced the past detection methods. Convolutional neural 
networks [1-2] are a very important deep learning method, which can automatically extract features 
from video or images and is widely used in computer vision. 

With the opening of the proposition based on the deep learning target detection algorithm, the 
R-CNN [3] algorithm becomes a rookie in the field of deep learning target detection. The algorithm 
uses the selective search method in the process of generating candidate regions, which creates a new 
idea of deep learning target detection based on candidate regions for the subsequent emergence of 
SPP-net [4], Fast R-CNN [5], Faster R CNN [6], R FCN [7]. Among them, R-CNN uses 
convolutional neural network to extract the target image features, and uses the selective search 
method [8] to extract the suggestion box, which is greatly improved compared with the traditional 
machine learning method. However, R-CNN also has some disadvantages, such as fixed size image 
input, cumbersome training and slow speed. Subsequent SPP-Net and Fast R-CNN have solved the 
problems of slow speed and tedious training to different extents, but they cannot be monitored in real 
time. Even though the R-FCN, which has a good performance ratio, has improved, it still cannot be 
monitored in real time. It still faces huge challenges in real-time detection. 

Redmond J proposed the YOLO [9] detection algorithm in 2015.YOLO is an end-to-end detection 
algorithm. Although it belongs to CNN, YOLO can complete the detection task directly and quickly 
in the detection process. YOLO is able to guarantee both accuracy and detection rate. The standard 
YOLO can detect 45 images per second, while the Fast YOLO detection speed reaches 155f/s. 
YOLOv2[10] optimizes the model structure of YOLO, significantly improves the detection speed of 
the target, and the detection accuracy is the same as the SSD, but the network of YOLOv2 is simple 
and does not improve the detection accuracy. YOLOv3 [11] uses the depth residual network to 
extract image features and achieve multi-scale prediction, and obtains the best balance between 
detection accuracy and speed. Although the YOLO algorithm has good performance for target 
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detection, the performance requirements of external computer equipment are relatively high, which 
is difficult for many beginners to accept, so it is necessary to find an algorithm that requires low 
computer requirements. 

2. Algorithm introduction 
2.1 algorithmic thinking 

The basic idea of the YOLO-LITE algorithm is consistent with the YOLO algorithm. Firstly, the 
feature extraction network is used to extract the features of the target image, and the feature map of 
the corresponding size is obtained, the common size is 13*13.Then the input target image is divided 
into 13*13 grid cells, and the bounding box predicted by each grid cell is different. The bounding 
box predicted in the YOLO algorithm and the YOLOv2 algorithm is 2; the bounding box predicted 
in the YOLOv3 algorithm is 3. Then, when the center coordinate of a target falls into which grid cell, 
the target cell is predicted by the grid cell. Only the largest bounding box of the IOU in these 
corresponding bounding boxes is used to predict the target. On the other hand, each grid cell outputs 
an array of B*5+C dimensions, where C refers to the number of categories and B refers to the 
number of prediction boxes, such as S=7, B=2 in YOLO algorithm, 20 classes in PASCAL VOC 
data set, so C=20, B*5+C=30. 

2.2 algorithm advantages 
The YOLO algorithm is a regression-based detection method, which is a new end-to-end 

algorithm that can quickly complete detection tasks. Especially in the YOLOv3 algorithm, the deep 
residual network is used, which greatly reduces the time consumption compared with the past, and 
the experimental results show that the YOLO algorithm greatly improves the accuracy of target 
detection. Figure 1 below is a comparison of YOLOv3 with other algorithms: 

 
Figure 1. Algorithm comparison result 

3. YOLO-LITE algorithm principle 
3.1 Network structure 

The network structure in the YOLO algorithm is roughly divided into two parts, the first part is 
used for feature extraction network, mainly for extracting the general features of the target; the 
second part is used for post-processing network, which is mainly used to regress the coordinates and 
categories of the objects to be detected. In YOLO-LITE algorithm, only 7 convolution layers are 
used, totaling 749 filters. Compared with the 9 convolution layers of Tiny-YOLOv2, a total of 3181 
filters are much simpler. The overall structure of YOLO-LITE is similar to YOLOv2. It uses a 
universal CNN for vehicle detection. Its activation function is leaky reluctant, and the maximum 
pooling in the YOLOv2 algorithm is retained to adjust the size of the tensor. The following Figure 2 
is the network structure of the YOLO-LITE algorithm: 
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Figure 2. The network structure 

3.2 coordinate prediction 
The way of predicting the coordinates of the bounding box continues the practice in YOLOv2, 

where the output predicted by the model is tx, ty, tw, th, and the coordinates of the grid cell are 
represented by cx and cy. For example, if the size of a convolution layer's characteristic graph is 
13*13, so its grid cell has 13*13, then the coordinate cx of the grid cell in the first column of the 
second row is equal to 2, and cy is equal to 1.pw and ph represent the size of the predicted bounding 
box. bx, by, bx and bx are the coordinates and dimensions of the center of the predicted bounding 
box. The specific calculation formula is as follows and as shown in the Figure 3 and Figure 4: 

 
Figure 3. Calculation formula 

 
Figure 4. Calculation diagram 

3.3 Loss function 
In the YOLO-LITE algorithm, the target detection is learned as a regression problem, so the mean 

square error function is used, but different weight values are used for different parts. Generally, it 
can be divided into two categories, ie positioning error and first, a larger weight is used, and then it 
distinguishes between the bounding box that does not contain the target and the confidence of the 
bounding box containing the target. For the former, a smaller weight value is used, and other weight 
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the values are set to 1. Then use the mean square error, which treats the bounding boxes of different 
sizes equally. The specific calculation formula of the loss function is shown in Figure 5. 

 
Figure 5. Loss function 

4. Algorithm improvement 
4.1 Change input size 

YOLO-LITE algorithm replaces the input size from 416 * 416 to 224 * 224, changing the size of 
the input, so that the amount of FLOP also changes, the smaller the input size, the smaller the 
amount of FLOP required. 

4.2 Simplified convolution layer 
YOLO-LITE algorithm uses only 7 convolutional layers, fewer layers and a shallower network; 

simple and simple, which greatly reduces the number of weights. 

4.3 Remove the BN layer 
Remove the BN layer. Yolo-tiny retains the BN layer, while YOLO-LITE completely removes 

the BN layer. The BN layer can speed up convergence during training and improve training 
performance, but the BN layer adds a lot of computational overhead. 

5. Analysis of experimental results 
5.1 Experimental data set 

The data set used in the experiment was created from aerial images, and the vehicle targets in the 
images were labeled using LableImg. There are a total of 2,500 images, and 2,000 of them are 
randomly selected as training sets and 500 images are used as test sets. 

5.2 Experimental platform 
The hardware configuration processor is a 32G CPU (E5-2609), the software development 

environment is Windows10 + CUDA 9.1 + CUDNN7, and the application language is mainly C++. 
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5.3 Experimental results 
By comparing the original YOLO-LITE algorithm with the original Tiny-YOLOv2 algorithm, the 

speed has been greatly improved, and the speed of the YOLO-LITE algorithm is 8.8 times that of 
Tiny-YOLOv2.The detection effect of the YOLO-LITE algorithm is shown in Figure 6, 7, 8: 

 
Figure 6. Detection effect 

 
Figure7. Detection effect 

 
Figure 8. Detection effect 
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